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Using resonant inelastic x-ray scattering, we measure the paramagnon dispersion and damping of undoped,
antiferromagnetic Ca,CuO,Cl, as well as doped, superconducting Na,Ca, ,CuO,Cl,. Our estimation of the spin-
exchange parameter and width of the paramagnon peak at the zone boundary X = (0.5, 0) confirms that no
simple relation can be drawn between these parameters and the critical temperature 7. Consistently with other
cuprate compounds, we show that upon doping there is a slight softening at (0.25,0) but not at the zone boundary
X . In combination with these measurements we perform calculations of the dynamical spin structure factor of the
one-band Hubbard model using cluster dynamical mean-field theory. The calculations are in excellent agreement
with the experiment in the undoped case, both in terms of energy position and width. While the increase in width
is also captured upon doping, the dynamical spin structure factor shows a sizable softening at X, which provides
insightful information on the length-scale of the spin fluctuations in doped cuprates.
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I. INTRODUCTION

The fate of the spin fluctuations upon doping, as well as
their relation to the superconducting critical temperature T¢,
are key elements to be clarified for a better understanding of
high-T; superconductivity in cuprates. Indeed, soon after the
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discovery of high-temperature superconductivity in cuprates
[1], the spin-fluctuation exchange mechanism was suggested
as a possible pairing glue [2,3]. Not only would it account
for the experimentally observed d-wave character of the su-
perconducting gap [4], but the spin-exchange parameter J
also seems to provide a correct order of magnitude of the
superconducting transition temperature 7; [5,6]. Similarly, the
frequency spread of the spin fluctuations appears to be linked
with T; [3]. Recent cutting-edge experimental and theoretical
investigations further support the spin-fluctuation exchange
scenario [7,8] through the expected anticorrelation between
the superexchange and the charge order gap. Nonetheless,
spin-fluctuation theory involves uncontrolled approximations
and there is no consensus on the role of spin-fluctuation
exchange in the pairing mechanism of superconductivity in
cuprates. In particular, a direct link between [J [6], or the
spin-fluctuation damping, and superconducting 7; has proven
arduous to establish. Another crucial concern is the evolution
of the spin fluctuations upon doping [5,9-13]. Far from being
suppressed at low doping, the spin fluctuations are persistent

©2023 American Physical Society
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FIG. 1. (a) Tetragonal crystal structure of Ca,CuO,Cl, [23]. The
chlorine ions are located in the apical site above and below the cop-
per. Orange arrows indicate one of the possible magnetic structures
consistent with neutron diffraction data [24]. (b) Effective Heisen-
berg spin model (Eq. 3) for the CuO, layers highlighted in panel
(a) with the dotted frame. (c) Effective one-band Hubbard model
[Eq. (1)] and (d) the 2 x 2 plaquette cluster used for the CDMFT
calculation.

even in the overdoped regime [9,14]. While for the undoped
compounds the spin fluctuations can be accounted for by spin-
only Hamiltonians, describing the interplay between charge
and spin degrees of freedom upon doping remains a challenge
[15]. Part of the difficulty in solving these problems lies in
the lack of knowledge about how the details of the crystal
structure of different compounds may influence 7 [8], as for
instance the influence of the number of consecutive CuO,
planes in Hg-based compounds [16], or the structural distor-
tion in YBa;Cu3zO7_, [17], to name a few. This prevents to
draw a naive causality between the measured 7; and J. From
a theoretical point of view, the strongly correlated nature of
cuprates restricts the effective low-energy models to idealized
2D systems, usually based on the Hubbard model [18-20].
Na,Ca, ,CuO,Cl, (Na-CCOC) [21,22], formed by Na sub-
stitution from the parent compound Ca,CuO,Cl, (CCOC),
is an interesting candidate in this regard. Indeed, Na-CCOC
displays a simple tetragonal structure /4/mmm as shown in
Fig. 1, and no known structural phase transition as a function
of doping and temperature. Most interestingly, the replace-
ment of the apical O by Cl atoms confers a strong 2D character
to the CuO; layers. Hence, Na-CCOC appears as an inter-
esting platform to connect the theoretical models to a real
material.

In this paper we use resonant inelastic x-ray scattering
(RIXS) to measure undoped antiferromagnetic Ca,CuO,Cl,
as well as doped superconducting Na,Ca,.,CuO,Cl,. We also

propose a simple and numerically cheap scheme to determine
the onsite Coulomb interaction U, based on a combination of
first-principles calculations for the hopping parameters and
a fit of the magnon dispersion. This trick should be appli-
cable also to other cuprate systems and beyond. The choice
of RIXS as a probe for spin excitation is motivated by the
very small volume available for our single crystals, especially
the doped ones that are synthesized under high pressure of
several GPa [21,22,25]. Another advantage is the possibility
to measure the paramagnon dispersion over a wide range of
the Brillouin zone, allowing a reliable estimation of 7. The
dispersion of the parent compound is fit with a spin-model
whose parameters are related to the hopping amplitudes #;;
and onsite Coulomb interaction U of a one-band Hubbard
model. By fixing the f#;; to the values obtained from an
ab initio calculation, we are able to estimate U for our the-
oretical calculations. Our fitting procedure provides one-band
model parameters consistent with those found in the literature
either from fully (computationally costly) ab initio methods
[26,27], or from pure fit of the experimental data [10,28-30]
which can suffer from the nonuniqueness of the fitting param-
eters. This method therefore stands as a cheap alternative to
determine U for performing realistic calculations whenever
experimental data is available. The estimated J = 157.1 meV
is larger than the ones measured in other compounds [10,28—
30], although the 7; of Na-CCOC is smaller. Moreover, the ra-
tio of the width of the paramagnon to T; in Na-CCOC is larger
than most other cuprates [3]. Hence, our mesurements confirm
that there is no simple relation between either the value of the
exchange J or the frequency spread of the spin fluctuations,
and the critical temperature 7;.. To support the measurements,
we compute the dynamical spin structure factor at the zone
boundary X = (0.5, 0) using cluster dynamical mean-field
theory. We obtain an excellent agreement in the undoped
phase both in terms of width and energy position as compared
to the RIXS data, and we also capture the spectral broaden-
ing upon doping. Yet, the calculation predicts a softening of
the magnon peak at X for the x = 0.1 doped case, which is
not seen in our measurements. Instead, the x = 0.11 sample
yields a dispersion consistent with other cuprate compounds
in which no softening is observed at the zone boundary
[31,32]. This brings valuable information on the evolution of
the spin fluctuation coherence length upon doping.

II. METHODS

A. Crystal growth and characterization

Single crystals of Ca,CuO,Cl, were grown by the flux
method. CaO (99.99%) and CuCl, (99.99%) powders were
mixed with a molar ratio of 2 : 1 and put into an alumina
crucible. The mixed powder was heated to 1053 K for 24 h
then grounded again after cooling to room temperature. Then,
the Ca,CuO,Cl, precursor was heated to 1053 K at a ramp
rate of 60 K/h and kept at this temperature for 5 h. It is further
heated to 1203 K at a ramp rate of 60 K/h and kept at that
temperature for 10 h, then cooled down to room temperature
at a ramp rate of 60 K/h.

For single-crystal synthesis of Na-doped copper oxy-
chloride, i.e., Na,Ca,;,CuO,Cl, samples (Na-CCOC), the
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following precursors were used: CaCOjz; (99.99%), CuO
(99.99%), CaCly (99.99%), NaClO4 (99.9%), and NaCl
(99.99%). First, we prepared a stoichiometric Ca,CuO,Cl,
powder by a solid state reaction of CaCOs3, CuO, and CaCl,
as described in previous works [21,22,25]. In an argon-
filled dry box, we mixed the resulting Ca,CuO,Cl, powder
with NaClOy, NaCl and CuO precursors in a molar ratio of
5:1:1:1. The mixture was then loaded in cylindrical Pt
capsules and set in high-pressure cells. Since it was shown
that the synthesis pressure is related to the Na content [21,22],
we compressed the pressure cell between 3.5 to 4 GPa in a
cubic anvil type high-pressure apparatus to get underdoped
Na-CCOC single crystals. The capsules were heated up to
1523 K at a rate of 10 K/min, kept at this temperature for 1 h
and then slowly cooled down to 1323 K at a rate of 10-20 K/h.
The pressure was released at the end of the heat treatment.
We obtained Na,Ca,.,CuO,Cl, single crystals with x >~ 0.11
(Te ~ 14K)andx >~ 0.16 (Tc =~ 23 K), checked on the indi-
vidual crystal using a SQUID magnetometer (Quantum design
MPMS). All single crystals were characterized and aligned
using x-ray diffraction. These measurements yielded unit cell
parameters and doping levels in agreement with the literature
[21-23], as well as with the diffraction on the powder grinded
after the synthesis to check their quality.

B. Resonant inelastic x-ray scattering

RIXS measurements were performed on the ERIXS
spectrometer [33] at the ID32 beamline of the European
synchrotron radiation facility (ESRF). To avoid hygroscopic
damage of the surface, the samples were cleaved under Ar at-
mosphere before being loaded into the experimental chamber.
The total energy resolution was AE =~ 85 meV full width half
maximum (FWHM) as measured on carbon tape. All data was
collected at 22 K.

The incident x-ray energy was tuned to the Cu Lj
edge (=931 eV) with & polarization. The scattered x-rays
were measured at a fixed angle of 26 = 149.5°. The samples
were mounted with the ¢ axis corresponding to the azimuthal
direction and laying in the scattering plane. The azimuthal
angle was rotated to probe along either (h, 0, /) or (h, h, 1),
using reduced length units of (27”, 27”, 27”). However, due to
the quasi-2D nature of Na,Ca, ,CuO,Cl, we only consider
the in-plane momentum transfer, i.e., q = (h, k), along the
main symmetry line k = 0 [with zone boundary X = (0.5, 0)]
and k = & [with zone boundary M = (0.5, 0.5)]. The momen-
tum transfer was varied by rotating the sample along the polar
angle and is reported in reciprocal lattice units (r.l.u.). We
measured all samples in grazing emission geometry, repre-
sented here as positive &, since it is known to enhance the
spin-flip excitations [34] when coupled with the 7 polariza-
tion. Representative examples of the full measured spectra are
shown in Fig. 2 for ¢; =~ (0.37, 0).

C. Dynamical spin structure factor calculations

In support of the RIXS measurements, we performed cal-
culations of the dynamical spin structure factor, S(Q, w),
for the one-band Hubbard model. The latter is a minimal
model which is believed to describe low-energy properties
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FIG. 2. Cu Ls-edge RIXS spectra measured around the in-plane
projected wave vector g = (0.37, 0) for x = 0.00 (a), (b), x = 0.11
(c), (d), and x = 0.16 (e), (f) Na,Ca, ,CuO,Cl, samples. The left col-
umn (a), (c), (e) shows the full energy domain with the quasielastic
lines and phonons at lower energy, the magnetic excitations around
0.2-0.4 eV, the dd excitations around 1-3 eV, and the charge-transfer
excitations around 4-8 eV. The right column (b), (d), (f) displays a
zoom on the dd excitations to highlight their evolution with doping.

[35-37] of cuprates, and especially the effects of the strong
spin fluctuations as exemplified by the waterfall feature
[38—42]. Moreover, it also provides an accurate description
of the spin fluctuations themselves [31,43], and is therefore
a reasonable model to study the paramagnon properties of
Na,Ca,_,CuO,Cl,. The model is illustrated in Fig. 1(c) and
defined as follows:

H =U2nmni¢ —Mzni —1 Z C;Lacja
i i (

ij),o

’ T " T
=1 e =" D e (1
{({ij)).o {(ijn),o

where U is the Hubbard onsite interaction term, wu the
chemical potential, (.), ({.)), ({{.))) denote respectively the
nearest-neighbor (NN), next-NN, and next-next-NN associ-
ated with the corresponding hopping terms ¢ = 0.425 eV,
t'=—0.076 eV >~ —0.18/t,and t” = 0.05 eV =~ 0.12/¢. The
latter are defined from a density functional theory cal-
culation performed for Ca,CuO,Cl, using the Wien2k
package [44,45]. We fit the usual half-filled single band
with maximally localized Wannier functions [46,47] using
the wannier90 code [48,49], and kept the three first hop-
ping terms since the higher-range ones were negligible. The
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FIG. 3. Representative Cu L3-edge RIXS data and fits. Each row corresponds to a specific doping and high-symmetry direction, specifically
from top to bottom: (4, 0) for x = 0.00 [black (a)—(e)], (h, h) for x = 0.00 [black (£)-(j)], (h, 0) for x = 0.11 [purple (k)—(0)], and (k, 0) for
x = 0.16 [green (j)—(n)]. The total fit, background, and individual components correspond, respectively, to the solid lines, the dotted black
lines, and the shaded areas on top of the background (see text for fitting details).

onsite-interaction U is determined from a fit of the measured
magnon spectrum. Details are given in Sec. III.

The one-band Hubbard model is then solved using clus-
ter dynamical mean-field theory (CDMFT) [50-54] with a
2 x 2 plaquette cluster [see Fig. 1(d)]. We performed anti-
ferromagnetic CDMFT calculations for x =0 and x = 0.1.
The calculation was initialized with a polarized and constant
self-energy. For the impurity solver we used the hybridization-
expansion continuous-time Monte Carlo [55] solver [56]
based on the ALPSCore library [57]. This solver allows to
compute the two-time two-particle Green’s function of the
2 x 2 plaquette, from which S(Q, w) can be extracted on the
Matsubara axis, and then analytically continued on the real
axis using the Maxent package [58] of the ALPSCore library
[57]. Due to the small cluster size, only a restricted number of
0 points are accessible: (0,0), (i, 0), (0, 7) and (7, 7).

II1. RESULTS

In the full representative spectra shown in Fig. 2 we
see all the excitations captured by RIXS in the measured
energy window. These include the quasielastic lines and
phonons at the lowest energy, magnetic excitations around
0.2-0.4 eV, dd excitations around 1-3 eV, and charge-transfer

excitations, clearly visible between 3 to 8 eV, although with
some tails possibly down to 2 eV (left column). The right
column of Fig. 2 displays a zoom on the dd excitations,
which show a manifold contribution in the undoped, parent
compound, which gets broader and less structured upon dop-
ing, while also softening. These observations are consistent
with previously observed evolution of dd excitations with
doping in cuprates [9,14,59]. All spectra have been normal-
ized to the weight of dd excitations in this paper and during
analysis, as usually done for RIXS investigations of param-
agnons in cuprates [10,60,61]. Note that this is appropriate
for spectra collected with incident o polarization, while for =
polarization this, in principle, does not allow to compare scans
performed at different g-points (see, e.g., Fig. 3 in Ref. [62]).
However, the potential problem does not affect the presented
results, since no conclusions are drawn from the analysis of
the intensity at different scattering angles. The fitted values
of the position and damping parameters remain unchanged
without such normalization.

Representative RIXS spectra in the lower energy region are
shown in Fig. 3, measured along (k, 0) for all three dopings
as well as along (h, h) for the undoped sample. Each row
corresponds to a certain doping/direction and each column
to roughly the same momentum transfer magnitude g. All
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spectra have been corrected for self-absorption effects us-
ing the technique described in Refs. [63,64]. There are
contributions from a quasielastic line and a strong Cu-O
bond-stretching phonon in all samples. At higher energy,
the doped samples show a broad peak corresponding to
paramagnon and multiparamagnon excitations, while the
undoped sample shows a sharp peak corresponding to a
magnon and a broad peak corresponding to multimagnon
excitations.

The total fit (solid line), the individual contributions
(shaded peaks), as well as a polynomial background (dotted
line) are shown in Fig. 3. The quasielastic line and phonon
peak are modeled with a Voigt function representing our in-
strumental resolution. All the magnetic features are modeled
with an antisymmetrized Lorentzian with a Bose factor:

1 A|: y y

j— - ’ 2
1—e</kT 7| (e — €0)? + 12 (e~|—60)2+)/2] @

with € = fiw; — hiwy the energy loss, € its median value, that
we assume as the energy position of the paramagnon, y the
half width half maximum (HWHM), which is a measure of the
excitation damping, and directly connected to the lifetime of
the quasiparticle T = % if a single excitation can be isolated.
Finally, T is the measurement temperature, and A the intensity.
The antisymmetrized Lorentzian is numerically convolved
with a Voigt resolution function. We confirmed that using
a damped-harmonic-oscillator (DHO) model gives the same
results within errorbars. The DHO model is sometime consid-
ered to better account for the physical lineshape [13,65], in
particular in the overdamped regime. Yet, we note first that
this is still an empirical approach with no fundamental justifi-
cation. Moreover, in the present case, for the undoped sample
with long-range antiferromagnetic order the single magnon
contribution was well separated from the multi-magnon ones,
and with a small damping. In the doped case, it was not possi-
ble to separate the two contributions, and fitting with a DHO
would have implied a strong assumption on the single magnon
line-shape. Our simplified approach based on inspecting the
position of the Lorentzian peak allows a comparison with a
minimum of assumptions.

The parameters from the fits of the (para)magnons are
summarized in Fig. 4 for the energy position (a) and the
HWHM width (b). The maximum energy for the undoped,
antiferromagnetic Ca,CuO,Cl, is found to be ;b = 330 £
4 meV at the zone boundary q = (0.5, 0), while the x =

0.11 doped case yields epnx = 341 £ 10 meV, and in gen-
eral around g, = (0.4,0) to (0.5,0) the energies of both
the doped and the undoped are within error bars, while at
lower wave vector along the I'-M line, for q < (0.35,0),
we observe a distinct softening of the paramagnons in
the two doped samples compared to the magnons in the
undoped one.

The onsite Hubbard interaction U can be determined from
the measured magnon spectrum. Indeed, based on the ob-
servation that Ca,CuO,Cl, displays magnetic order [66],
we fit the magnon dispersion in undoped samples using
the dispersion relation of a Heisenberg spin-only model

M T X
1 1
350 3 <a> NagCag_  CuO2Cly
] ¢ x=0.00 __._ﬁ
] ¥ x=0.11 ,/'fo
300 ST 4 x=0.16 et .
] ,‘ [) N /
.,/ .\\ ‘I,
-4 ® I \
~ 250 -] / N\ AN N
] Il II *
g ] / d‘\ / +‘l
~— 200 4 ,I \ Il+
> 4 / \ 1
bi-tlJ ] II \\ II
5 150 / \ /¢
B / ] $ 4
! \ !
1 \ I} M
100 H 1 \ 1
] h \ !
! \ 1
1 \ !
I
50 7/ v
47 7
417 \ !
g v

0.0 0.1 0.2 0.3 0.4 0.5

(hyh) ' (h,0) '

Reduced wave vector, q) (r.l.u.)

Width (eV)
e e
o )
(93] o
1 1

0.10 4

0.05

0.00 +-r—+—"—"—F"r—"——"+rrr—r—++— 11+
0.0 0.1 0.2 0.3 0.4 0.5

q, = (h,0)

FIG. 4. (Para)magnon parameters for Na,Ca,,CuO,Cl, ex-
tracted from Cu L;-edge RIXS data measured at 22 K. (a) Energy
dispersion along the two high-symmetry directions as shown by
the blue [(4, h)] and red [(/4, 0)] paths in the inset Brillouin zone.
The first Brillouin zone boundary is represented by a solid black
square, while the magnetic Brillouin zone boundary is represented
by an inscribed dotted diamond. The undoped sample (black circle)
was measured along both directions, while x = 0.11 (purple square)
and x = 0.16 (green diamond) were only measured along (4, 0).
The fit obtained from the Heisenberg spin-only model is shown as
black dashed line (see text for details). (b) Comparison of extracted
HWHM width along (4, 0) for the three different doping levels.

[see Fig. 1(b)]:

Hspin zjzsisj+j/ZSiSj+j// Z SiSj
(

(ij) (i) (i)
+Je ) _[(SiS))(SkS1) + (SiS1)(SkS))
(ijkI)
— (SiSK)(S;S1, 3)

where (i jkl) refers to a square plaquette of four neighboring
sites i, j, k, [ [see Fig. 1(b)], and the exchange couplings
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TABLE 1. Comparison of hopping and Hubbard onsite interac-
tion terms between the present work and previous ones on similar
compounds. The estimates in the first part of the tables are obtained
from the experimental data while those in the second part are entirely
determined from ab initio calculations.

t (meV) [t /t] [t" /t] U/t

Ab initio calculations and experiment combined

CCOC (This work) 425 0.18 0.12 10.2
Fitted on experimental data
CCOC [30] 295 - - 7.46
SCOC [28] 480(10) 0.42 0.16 7.29
SCOC [29]* 350 0.34 0.23 -
LCO [28] 492(7) 0.42 0.09 7.11
BSYCO [28] 470 0.44 0.17 7.44
BSCCO [10]* 144.0 0.3 0.2 -
BSCO [69]° 270 - - 6.2
CCO [69]° 297 - - 4.9
Ab intio calculations only
LCO [26] 482 0.15 0.21 10.36
HBCO [26] 461 0.26 0.16 9.49
HBCO [27] 494 0.23 0.11 8.16
CCO [27] 521 0.23 0.06 8.6
BSCO [27]¢ 527 0.27 0.08 8.34
BSCCO [27]° 451 0.29 0.11 9.37

¥These hopping parameters were derived from a z-J model.

®Note that the exchange contributions shown here are the ones ob-
tained from a single band Hubbard model with NN hopping ¢. For an
effective Heisenberg model up to 6-NN, see Ref. [69].

“These estimates were obtained at an effective x = 0.2 doping.

are linked to the Hubbard terms of Eq. (1) as follows: J =
42 _ 248 \hich is the NN main Heisenberg superexchange

[JVEN
2 4 n2 4
parameter, J' = %~ + %5 the next-NN one, J" = %= 4+ 35
4 .
the next-next-NN, and 7, = 88—’3 the cyclic exchange term

[67,68] [see Fig. 1(b)]. Since the hopping parameters are
fixed to the values obtained ab initio, U is the only free
parameter. The resulting fit is shown in Fig. 4 as a dashed
line. The cyclic exchange term is essential to account for the
energy difference between (0.5,0) and (0.25,0.25). We find
U ~ 4.34 eV =~ 10.2¢, in good agreement with the usual one-
band model parametrizations for cuprates found from ab initio
calculations [26,27] (see Table I). Note that we neglected the
contributions of additional ring exchange terms which are of
the type t2t't”/U?3. The correction from these higher order
terms would be ~1 meV, much smaller than the experimental
resolution, while the leading term for the cyclic exchange
J. = 80t*/U? is about 30 meV.

In Fig. 5(a), we focus on the data near the zone bound-
ary gy ~ (0.5, 0) for the undoped (black circles) and x =
0.11 doped (purple circles) samples, where the background,
quasielastic, and phonon contributions determined from our
fit have been removed to focus only on the paramagnon
contribution. In Fig. 5(b), we show the calculated dynamical
spin structure factor using cluster DMFT, as described above
(Sec. I1C), at similar wave vector and doping. A vertical bar

NagCag_,CuO2Cly [q“ = (0.5,0)]

] (a) \ Experiment
— x=0.00 fit
9 - — x=0.11 fit
¢ x=0.00
¥ x=0.11
—
o)
h=1
=]
=)
o)
-
L
21
n
=]
3]
=
=]
—
0
2
—
n
R
g
=
o)
=
<
=
31
e
=
0
0 +—rr~ T

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Energy loss (eV)

FIG. 5. Comparison between experiment and theory at ¢, =
(0.5, 0) for Na,Ca, ,CuO,Cl,. (a) Cu Ls-edge RIXS data for x =
0.00 at ¢, = (0.49, 0) (black circle) and x = 0.11 at ¢, = (0.51, 0)
(purple square). The fits are shown as solid lines in black (x =
0.00) and purple (x = 0.11). The background, phonon, and elastic
contributions have been subtracted from both the data and fits to
compare with theory. The energy of the fitted magnon (paramagnon)
at x = 0.00 (x =0.11) is shown as a vertical black (purple) line.
(b) CDMFT calculations at x = 0.00 (black) and x = 0.1 (purple).
The calculated spectra have been multiplied by a Bose factor with
experimental temperature (22 K) and convolved with the experimen-
tal resolution function (83 meV FWHM).

shows the fitted energy position for the undoped (black) and
doped (purple) experimental data.

IV. DISCUSSION

The dispersion of the magnetic excitations, as shown in
Fig. 4(a), gives important information about a system’s elec-
tronic and magnetic states. Furthermore, for compounds that
magnetically order, the magnon dispersion provides a direct
access to the superexchange since it can be reliably modeled
with a simple Heisenberg Hamiltonian. This has been done
in all cuprate parent compounds, where the dispersion along
the main in-plane symmetry directions can be modeled taking
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into account the superexchange parameters up to the next-
next-NN as well a cyclic one within the CuO square plaquette
[67]. In a previous work [30] Lebert et al. already attempted
such modeling for the parent, antiferromagnetic compound
CayCu0O,Cl,. The dispersion along the I'-X (antinodal)
direction, gave the maximum energy and is determined mainly
by the leading NN exchange term 7, while the difference be-
tween the antinodal and nodal (I"-M) direction is determined
by the other terms 7', 7" and 7. This approach works well to
determine .7, but has the limitation that several parameter sets
can approximately match the experimental dispersion (see,
e.g., Fig. 3 in Dalla Piazza et al. [28]).

In the present work, we measured at a higher resolution
which allows us to clearly separate the single magnon from
the multimagnon contribution in the undoped, antiferromag-
netic compound, as shown in Figs. 3(a)-3(j) and 5(a). The
line-shape is similar to the one expected in antiferromagnetic
cuprates with incident light in 7 polarization, and closely re-
sembles the one in Sr,CuO,Cl,, where a polarimetry analysis
confirms our identification in terms of single and multi-
magnon contributions [70]. We also compare these results
with two dopings, in the superconducting region, for x = 0.1
and 0.16, although only along the antinodal direction I'-X.
We find that the doping does not affect the dispersion greatly,
although in Fig. 4(a) a small softening with doping is observed
for h < 0.3, while recovering to the same energy at the zone
boundary X = (0.5,0). This has already been observed in
hole-doped cuprates, and interpreted in terms of a tendency
toward ferromagnetic correlation of the spins upon doping
[31]. We note, however, that in the doped case a separation
of the paramagnon from the multiparamagnon contributions
is impossible due to broadening, as shown in Figs. 3 and 5.

To interpret the observed dispersion we used an ap-
proach, in which the Hubbard U is determined from a fit
of the experimental magnon dispersion with fixed hopping
parameters obtained ab initio (i.e., U is the only free param-
eter). The results of such approach are compared in Table I
to fit on previous RIXS experimental works on undoped
CayCu0,Cl, (CCOC) from Ref. [30], and on single lay-
ers Sr,Cu0O,Cl, (SCOC), La,CuO4 (LCO), from Ref. [28]
and BirSr,CuOg (BSCO) from Ref. [69], as well as dou-
ble layer Bi,Sr; YCu,Og(BSYCO) also from Ref. [28] and
Bi,;Sr,CaCu,0g (BSCCO) from Ref. [10], and finally infinite
layer CaCuO, (CCO) again from Ref. [69]. We also add a
fit on ARPES data on SCOC from Ref. [29]. In Ref. [28]
their approach was to simultaneously fit several compounds
to obtain a common set of Hubbard parameters, but, opposite
to our present approach, fixing the value of U while fitting
simultaneously the three hopping parameters. Note also that
in Ref. [30], the four Heisenberg parameters are obtained
by keeping only the NN hopping term ¢t. We also com-
pare to fully ab initio-derived single band models for LCO,
HgBa,CuO4 (HBCO), CaCuO, (CCO), Bi,Sr,CuOg¢ (BSCO),
and Bi,;Sr,CaCu,0g (BSCCO) [26,27].

It is encouraging to observe that our hybrid method for
determining the Hubbard U is in line with either fully
ab initio calculations of Refs. [26,27], and the fitting proce-
dures of experimental data performed in Refs. [10,28,29]. For
the purpose of our fitting procedure, we assume purely local
Coulomb interactions, that is, we only use the local onsite

TABLE II. Comparison of Heisenberg interaction terms between
the present work and previous ones on similar compounds.

J (meV) J' (meV) J” (meV) J. (meV)

CCOC (This work)  157.1 6.9 3.9 32.0
CCOC [30]* 1412 2.8 2.8 56.9
LCO [28]° 140 - - -
SCOC [28]¢ 120 - - -
SCOC [29] 140 - - -
BSYCO [28] 150 - - -
BSCCO [10] 120 - - -
BSCO [69]¢ 148 - - 41
CCO [69]¢ 192 - - 206

“Note that in Ref. [30] all exchange contributions are obtained from
a single ¢ value.

bData from Ref. [67].

‘Data from Ref. [71].

9Note that the exchange contributions shown here are the ones ob-
tained from a single-band Hubbard model with NN hopping ¢. For
an effective Heisenberg model up to 6-NN, see Ref. [69].

U in our fit. For cuprates, the longer-range interaction terms
are rather small, which is why our values of U are still in
good agreement, even if slightly overestimated, with those
obtained purely ab initio [26,27]. Indeed, the constrained RPA
technique [72] used in the ab initio works a priori includes the
full (partially) screened Coulomb interactions, including its
local and nonlocal components. We note that the ratio |¢/t'|
found by Dalla Piazza et al. are systematically larger than the
ab initio parameters, and than the ratio we found for CCOC.
Since the estimations reported in Table I come from a different
fitting procedure, which can lead to variations in the value
of the hopping parameters, we also compare the Heisenberg
terms themselves in Table II. The value of the Heisenberg
term should be dictated by the experimental measurements,
and therefore less sensitive to the methodological differences.
One can observe that, the present values of [J are not too
far from the previous fit on CCOC [30], which in turn was
matching previous results on others cuprates. As expected,
this is the case despite the fact that the Hubbard U and ¢ on the
contrary are quite far, the difference being larger than for the
same Hubbard values U and ¢ on Ref. [28]. The large differ-
ence in U is mainly a direct consequence of the difference
in the hopping 7: J should roughly be the same to match
the experimental data, so that if ¢ decreases then U/t has to
decrease to obtain a similar exchange value since [J té.
Hence, our approach is an accurate and computationally cheap
way of extracting reliable parameters for low-energy effective
Hamiltonians. The nonuniqueness of the parameter sets for
a same J is overcome by fixing the hopping parameters ac-
cording to an ab initio calculation. It could be used in other
cuprates to attempt a unified one-band Hubbard model for
magnetic and electronic spectra. The energy dispersion along
the zone boundary in the undoped Ca,CuO,Cl,, as estimated
from the difference between the energy at ¢, = (0.5, 0) and
(0.25,0.25) is 40 4= 8 meV, which is within error bars identi-
cal to the one of undoped La,CuQy. Indeed, we found a rather
close value for the cyclic Heisenberg term 7, as this parameter
determines the energy dispersion along the zone boundary
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[69,73]. Surprisingly, this is generally considered to vary with
the apical oxygen coordination, which is, however, in our case
replaced by a chlorine ion, so that one would expect rather
different zone boundary dispersion [69], which is clearly not
the case here.

Finally, several works have suggested that the superex-
change parameter J could give a reasonable estimate of the
order of magnitude of the superconducting transition temper-
ature T; [5,6,74]. In particular Wang et al. show in Fig. 4(d) of
their work a possible linear relation between T; max and J for
various compounds [6]. In line with other studies in different
cuprate families, [75,76] we find that oxychloride cuprates,
marked as CCOC in Fig. 4(d) of Ref. [6], strongly deviate
from this relation. The maximum 7. reported for CCOC is
~40 K [25], which differs from the value displayed in Ref. [6].
We find J ~ 157.1 meV, such that CCOC would match
the values of La; ;M,CuQO4 (M=Ba,Sr) in the same plot of
Ref. [6]. Hence, CCOC lies far away from the linear relation
proposed. Our analysis also suggests that the conclusions of
Ref. [74] regarding the link between 7; and J may not be
naively extrapolated across different cuprate compounds.

A second important parameter that we could obtain, is
the evolution of the paramagnon excitation broadening with
doping, as shown in Fig. 4(b). This is a key parameter to
understand the evolution of the spin fluctuations upon adding
free carriers. In self-consistent renormalization spin theory
[3], the frequency spread of the spin fluctuation is even
directly linked to the superconducting 7;. Contrary to the
energy position, the width changes strongly upon doping as
seen in Fig. 4(b). To understand better the evolution of the
paramagnon broadening, we model the full dynamical spin
structure factor using cluster DMFT on a four-site plaquette
as described in Sec. II C, for the undoped and x = 0.1 doping.
This effectively limited us to the zone boundary, that we could
measure only at the X point (0.5, 0), as shown in Fig. 5. We
find a very good match with the energy position in the un-
doped, antiferromagnetic case, and a reasonably good match
with the spectral shape.

This is true only for calculations in the antiferromagnetic
state, since the paramagnetic one gave a sizable softening rel-
ative to experiment even for the undoped case. For the doped
case, we find a very good match for the evolution of the area,
that is controlled by the increased width. Indeed, the decrease
in intensity is the same as in the experiment to a very good
approximation. Incidentally, we note that the FWHM of the
spin excitation on the doped samples is 395 £ 9 meV at ¢, =
(0.51, 0) experimentally, while the FWHM is 614 =5 meV
for the model at ¢ = (0.5, 0). This will give a characteristic
temperature indicating the energy spread of the wave-vector-
dependent part of the spin fluctuations 7Ty = 4600 £ 100 K.
The sample shows a T; &~ 14 K, which lies quite far be-
low from the logarithmic relation 7;(7y) shown in Fig. 6 of
Ref. [3], compared to other cuprates superconductors. How-
ever, we observe a softening of the energy position of the
maximum in the model, while the experiment shows about the
same position. This softening is not linked to the analytic con-
tinuation since the same parameters were used for all dopings.
We checked that modifications of the default model used in the
analytic continuation procedure does not lead to a significant
change in the peak position. The softening is interpreted as

being a consequence of the melting of the in-plane antiferro-
magnetic correlations upon doping, that does not happen in
the real material. Indeed, a similar softening is observed (not
shown) in the undoped case when increasing the temperature
such that the antiferromagnetic order melts, while it is well
known that the high energy part of the dispersion is stable
over a larger temperature range [67]. While the self-energy is
almost purely static in the ordered phase, a strong dynamic
component develops upon doping or increasing temperature.
This points to the conclusion that CDMFT calculations of the
one-band Hubbard model on small cluster requires a quasi-
static order to reproduce faithfully the RIXS measurements.

One possible origin of this discrepancy could be that it is
a limitation of the one-band Hubbard model. However, this
option can be discarded since determinant quantum Monte
Carlo calculations showed that both the one-band [31] and
the three-band [32] models capture the absence of soften-
ing at X = (0.5, 0). These calculations were performed on a
substantially larger system (8 x 8) as compared to the 2 x 2
plaquette we use in this work, which suggests that the soft-
ening at X = (0.5, 0) is most probably an effect of the small
cluster size. While upon electron-doping it has been identified
that the three-site hopping term in the 7-7 model can account
for the absence of softening, the same conclusion can not
be drawn for hole-doping [31]. Our calculations show that
although magnetic correlations are strongly suppressed when
adding holes, it is still necessary to account for longer-range
magnetic correlations beyond those that are captured by the
2 x 2 plaquette cluster.

V. CONCLUSIONS

Using resonant inelastic x-ray scattering, we measure the
paramagnon dispersion and damping of undoped, antiferro-
magnetic Ca,Cu0O,Cl, as well as doped, superconducting
Na,Ca,_,CuO,Cl,. In combination with these measurements
we perform calculations of the dynamical spin structure fac-
tor of the one-band Hubbard model using cluster dynamical
mean-field theory.

A first major result of this work is that we could ex-
tract the onsite Coulomb repulsion parameter U =~ 4.34 eV
(U/t = 10.2) for a Hubbard Hamiltonian of Ca;CuO,Cl,, as
the single fitting parameter of the paramagnon dispersion.
We confirmed that the obtained parameters for the effective
low-energy model is in agreement with usual parametriza-
tions for cuprates [26,27]. This is of general interest since
it is a computationally cheap method to obtain at least the
order of magnitude of the Hubbard U given the experimental
magnon dispersion. The latter is characterized by a maximum
energy for the undoped, antiferromagnetic Ca,CuO,Cl, of
€émax = 330 =4 meV at the zone boundary X = (0.5, 0), and
of e = 341 £ 10 meV for the x = 0.11 doped case. From
the fit of the overall dispersion with a Heisenberg model,
we find a superexchange J of 157.1 meV, relatively high
in comparison with the low 7; ~ 14-16 K. In contrast to the
relatively low 7. of Na-CCOC, our measurements show that
the superconducting critical temperature may not be straight-
forwardly related to J. The analysis of the magnon width
at the zone boundary X = (0.5,0) also sheds uncertainty
on the heuristic correlation proposed by Moriya et al. [3].
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These observations are confirmed by our cluster dynamical
mean-field theory calculations on a 2 x 2 plaquette. Both the
undoped magnon spectrum and the increase in width at the
zone boundary is well captured by the theory. Moreover, our
calculations clearly show that upon doping only short-range
spin fluctations are not sufficient to capture the spin fluctu-
ation spectrum, and hence provide precious information for
further studies.
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