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The charge and spin correlations in La; g75Bag 125CuO,4 (LBCO 1/8) are studied using Cu L3 edge resonant
inelastic x-ray scattering (RIXS). The static charge order (CO) is observed at a wave vector of (0.24,0) and
its charge nature confirmed by measuring the dependence of this peak on the incident x-ray polarization. The
damped spin excitation or “paramagnon” in LBCO 1/8 is then measured as it disperses through the CO wave
vector. Within the experimental uncertainty no changes are observed in the paramagnon at that wave vector and
the paramagnon seems to be similar to that measured in other cuprates, which have no static CO. Given that
the stripe correlation modulates both the charge and spin degrees of freedom, it is likely that subtle changes do
occur in the paramagnon due to CO. Consequently, we propose that future RIXS measurements, realized with
higher-energy resolution and sensitivity, should be performed to test for these effects.
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The copper-oxide superconductors play host to strong
correlations between their charge, lattice, and spin degrees
of freedom, which in many cuprates drives the formation
of modulations or “stripes” of charge order (CO), spin
order (SO), and lattice order.'™ In certain cuprates including
La,_,Ba,CuO4 and La;¢_,Sr,Ndy4CuOy4 these stripes are
stabilized into static modulations of the charge and spin order,
where the relationship between CO and SO is reinforced by
the fact that the CO incommensurability is half that of the SO
incommensurability over a range of different dopings.*® The
static SO also affects the dynamic magnetic properties, and
inelastic neutron scattering observes that magnetic excitations
emanate from the magnetic SO Bragg peaks.””!° In the
nickelate Las;3Sr(;3NiOy4 strong stripe correlations are also
found, and here, new magnetic excitations appear upon
cooling into the stripe-ordered phase, which were interpreted
as dynamic quasi-one-dimensional (1D) stripe correlations,'’
implying that similar excitations might exist in the cuprates.

There is considerable evidence that stripes in the cuprates
are intimately related to high-7, superconductivity. In
La,_,Ba,CuO4 the doping levels for which static stripe
order is stabilized, at x & 1/8, correspond to a suppression
of superconducting 7.—a phenomenon known as the 1/8
anomaly.'> While static stripe order appears to suppress super-
conductivity, some researchers have suggested that dynamic
stripe fluctuations may act to promote superconductivity.'>!
There is also debate as to whether the spin, charge, or
lattice degrees of freedom are the most important factors for
causing superconducting pairing. Spin fluctuation mediated
pairing is perhaps the most intensely studied scenario for
high-T, superconductivity,'>!¢ but these theories compete with
ideas based on charge fluctuations.!” All these proposals
imply that a good understanding of the charge and spin
correlations in the cuprates is a prerequisite to solving
the longstanding problem of high-7, superconductivity. In
particular, we must understand how static charge and spin
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order in the cuprates can affect the dynamic charge and spin
correlations.

Driven primarily by improvements in experimental
resolution,'® Cu L3 edge resonant inelastic x-ray scattering
(RIXS) now provides a powerful probe for these correlations—
for example, RIXS had an important role in the discovery of
CO in YBa,Cu30g,,.'" RIXS is also sensitive to magnetic
excitations around the CO wave vector (0.24,0), where the
magnetic excitations are very weak relative to those around
the SO wave vector (0.38,0.5) and consequently are difficult to
measure using current inelastic neutron scattering techniques.

Here we report RIXS measurements of the magnetic
excitations in stripe-ordered LBCO 1/8 as they disperse
through the CO wave vector, complementing inelastic neutron
scattering studies of the magnetic excitations near the SO
wave vector."”>” We start by measuring the CO stripe at
(0.24,0) which is shown to follow the expected incident
x-ray polarization dependence for charge (rather than spin)
scattering. This CO peak is tracked up to 65 K, before it
disappears at 85 K. The magnetic excitations in LBCO 1/8
are then examined as they disperse through the CO wave
vector. Within the accuracy of the current measurements, the
high-energy damped spin wave excitation or “paramagnon”
is almost unaffected by the CO. Rather, the paramagnon
appears to be analogous to that observed at low temperatures in
other cuprates with no static CO.?*?’ We suggest that future
higher-energy resolution RIXS experiments should measure
the lower-energy magnetic excitations in LBCO which are
more likely to be affected by interactions with the CO.

An Laj g75Bag 125CuO4 (LBCO 1/8) single crystal was
grown at Brookhaven National Laboratory using the floating
zone method and shown to be of high quality in previous
soft x-ray studies.?®? Throughout this Rapid Communication
wave vectors will be described using the high temperature
tetragonal (14/mmm) space group with a = b = 3.78 A and
¢ = 13.28 A. The sample was cleaved ex situ to reveal a face
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with a [001] surface normal and mounted with the [100] and
[001] directions in the scattering plane.

Cu L3 edge RIXS measurements were performed using
the advanced x-ray emission spectrometer (AXES) instrument
at the ID0O8 beamline at the European Synchrotron Radiation
Facility.>3! The incident x-ray energy was set to the peak in
the measured Cu L3 edge x-ray absorption spectrum and the
x-ray polarization was set either parallel (;r) or perpendicular
(o) to the scattering plane. Experiments were performed with
a fixed scattering angle 20 = 130° and the sample was rotated
about a vertical axis in order to vary Q| and Q | , the projections
of the scattering vector Q along [100] and [001], respectively.
We note that previous studies have shown that the stripe peak
is very broad along L,*? so the CO peak can be observed even
though we are not at the peak in Q . Positive Q is defined so
that high Q corresponds to x rays being emitted close to parallel
to the sample surface.>®> The combined resolution function
of the monochromator and spectrometer is approximately
Gaussian with a half width at half maximum (HWHM) of
130 meV as determined by measuring the nonresonant elastic
scattering from disordered carbon tape.

Figures 1(a) and 1(b) plot Cu L3 edge RIXS spectra of
LBCO 1/8. Between 1 and 3 eV energy loss, the strong dd
excitations are visible, corresponding to transitions of the hole
in the valence band into higher-energy Cu d orbitals.'® As
in previous studies, this excitation is used as a calibration
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FIG. 1. (Color online) (a),(b) RIXS spectra of LBCO 1/8 at
T = 18 K for three different Q near the stripe vector at Q = 0.24.
(a) uses x rays that are o polarized, which enhances charge scattering
and (b) uses x rays that are 7 polarized, which enhances magnetic
scattering. (c) Temperature dependence of the elastic RIXS intensity
as measured with o-polarized incident x rays. Scans are offset
vertically for clarity. The error bars in (c) represent an estimation
of the reproducibility of the spectra.
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standard in order to compare the intensities of different
spectra.’> We then scan Q), focusing on the low-energy
loss region of the spectrum (0-500 meV), which contains
information about the static and low-energy spin and charge
correlations.** An increase in the low-energy scattering is
observed in Fig. 1(a) with o-polarized incident x rays at
Q) = 0.24, where the static CO peak is known to exist
from other studies,”?%2*33-3% including those measuring the
same sample.’®?® Upon changing the incident x-ray po-
larization from o in Fig. 1(a) to 7 in Fig. 1(b) the CO
peak is strongly suppressed. In Cu L; edge studies of
the cuprates using this geometry, o-polarized incident x
rays enhance the contribution of charge scattering to the
spectrum, while m-polarized incident x rays enhance the
contribution of magnetic scattering to the spectrum. Such a
trend is observed in undoped?’~>**° and doped cuprates>*23-27
as well as being predicted theoretically.***> Thus this po-
larization dependence confirms the predominantly charge
nature of this peak, although these measurements do not
distinguish whether the scattering comes from the doped
holes or from a structural modulation of the position of the
Cu atoms.®

We now examine the temperature evolution of the RIXS
intensity at zero-energy transfer by performing Q scans with
o-polarized incident x rays. It should be noted that this
scan tracks the existence of the CO peak, but current soft
x-ray RIXS spectrometers do not have the angular freedom
required to precisely align the measurement to the peak of
the scattering in Q. The intensity of the CO peak plotted in
Fig. 1(c) is seen to drop with increasing temperature before
disappearing in the 7 = 85 K scan. Notably, the CO is still
visible at 65 K, whereas O K-edge energy-integrated resonant
soft x-ray scattering (RSXS) measurements on the same crystal
do not observe a peak above 56 K.2® Qur results are, however,
compatible with the RSXS results, since the latter observe
that the CO peak is broadened with increasing temperature
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FIG. 2. (Color online) RIXS intensity dispersion of LBCO 1/8
showing the dispersion of the magnetic excitations from low energy at
0, = Oup to ~300 meV near the Brillouin zone boundary. The white
arrow marks the CO wave vector at @ = 0.24. The data were taken at
T = 18 K with 7 -polarized incident x rays and the spectra have been
normalized so that the peak intensity of the dd excitations is one.
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while maintaining roughly constant integrated intensity. 56 K
represents the point at which the CO peak becomes too broad
to distinguish the peak from the background, rather than a point
at which the integrated intensity has dropped smoothly to zero.
This points to an important role for RIXS when studying broad
low-intensity correlations, where resolving and rejecting the
strong inelastic intensity present in soft x-ray scattering may
be vital for resolving weak elastic signals.'”

Having characterized the CO in our LBCO 1/8 sample,
we now examine the magnetic correlations. Figure 2 plots
a color map of the excitations at 18 K using m incident
X rays in order to enhance the dynamic magnetic scattering.
We observe a broad peak, which is reminiscent of the spin
wave or magnon that has been observed in undoped La,CuQy.
In this Rapid Communication we use the term paramagnon
to refer to this magnetic excitation in order to convey that
this is a damped excitation. It is not meant to imply anything
about whether or not the sample is magnetically ordered. The
paramagnon disperses from low energies at Oy =0 up to
~300 meV near the zone boundary, passing through the CO
wave vector at Q = 0.24 (marked by an arrow in Fig. 2).
The stripe wave vector is associated with additional RIXS
scattering intensity. In order to analyze the origin of this
additional intensity in the RIXS spectra we fit a model function
to the data in a similar manner to other RIXS studies of doped
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cuprates.”*?%?7 The elastic scattering is accounted for by a
resolution limited Gaussian. The paramagnon is represented
by an antisymmeterized Lorentzian and the background from
charge-transfer scattering and the tail of the dd excitations
is represented as a smooth line. In order to account for the
finite experimental energy resolution, the antisymmeterized
Lorentzian is convolved numerically with a Gaussian of
HWHM 130 meV. For Q) < 0.16, the paramagnon energy
is too low to unambiguously distinguish between the para-
magnon and the elastic and low-energy phonon scattering.
Figure 3 plots the fits for several values of Q) and Fig. 4
plots the dispersion of the fitting parameters. At the CO wave
vector Q) = 0.24, the paramagnon fitting shows a slightly
higher energy and a small decrease in width. However, within
the size of the error bars, there is no unambiguous change in
the energy, width, or intensity of the paramagnon. Rather, the
intensity of the elastic line in Fig. 4(c) is seen to increase. So
the increase in intensity at Q) = 0.24 in Fig. 2 may be due to
an increase in the tail of the elastic intensity. Thus, within the
error bars of these measurements the paramagnon appears to
be almost independent of the CO, although some uncertainty
derives from the decomposition between the paramagnon and
elastic intensity. In fact, around the CO wave vector the elastic
and paramagnon signal intensities appear to be anticorrelated
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FIG. 3. (Color online) RIXS spectra at various Q. Data are plotted
with black points with error bars and the solid gray line represents
the fit, which is composed of the “paramagnon” represented as an
antisymmetrized Lorentzian (blue solid line), the elastic intensity (red
solid line), and a smooth background (black dotted line). The data
were taken at T = 18 K with w-polarized x rays and are presented so
that the peak intensity of the dd excitations is one. At @, = 0 the data
are dominated by the elastic specular scattering and the spectrum has
been divided by a factor of 2.
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FIG. 4. (Color online) The results of fitting the magnetic RIXS
dispersion shown in Figs. 2 and 3. (a) The energy of the damped
spin excitation or paramagnon, (b) the half width at half maximum
(HWHM) of the Lorentzian fit to those excitations, and (c) the peak
intensity of the elastic line and the magnetic excitations, normalized
so that the peak intensity of the dd excitations is one at each Q). The
CO wave vector at Q) = 0.24 is marked by a dotted line.
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[Fig. 4(c)], and the HWHM and the energy position of the
paramagnon show a discontinuity [Figs. 4(a) and 4(b)]. This
could be taken to imply that the magnetic excitations are only
minimally affected by the static charge order. However, given
that in LBCO the CO forms as a cooperative modulation of
both the spins and charge, this seems highly unlikely. We
note that the current RIXS resolution (130 meV HWHM)
means that in the present experiment only the high-energy
magnetic scattering can be carefully studied whereas possible
changes in the low-energy scale below about 100 meV remain
inaccessible and should wait for the development of better
instrumentation.

There are a number of different theoretical suggestions for
how stripes may affect the magnetic excitation spectrum of
the cuprates. In particular, measuring the magnetic excitation
spectrum of LBCO offers the opportunity to identify excita-
tions associated with the one-dimensional nature of the hole-
poor magnetic stripe itself as opposed to the two-dimensional
stripe-ordered magnetic superstructure. Such features have
already been discerned in the related nickelate system
Las/3Sr13NiOy4, where dispersing magnetic excitations with a
bandwidth of 10 meV were measured.'! Measurements of such
excitations in LBCO would permit one to distinguish between
bond and site centered stripes,43 and to determine more
generally the distribution of anisotropic holes within the CuO,
plane.*** The distribution of dopants in bond and site centered
stripe scenarios determines the Q| at which a magnetic re-
sponse will be seen. RIXS should also be able to discern possi-
ble contributions to the low-energy magnetic response coming
from not just hole-poor regions but hole-rich ones as well.
While the expectation is that hole-poor regions will provide
the strongest magnetic response, RIXS might be able to discern
the distinct magnetic signature*®*’ of hole-rich regions.

Rather than displaying an evident signature of the CO,
the paramagnon in LBCO 1/8 in our measured Q range is
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similar to the magnon observed in other cuprate families such
as La,_,Sr,Cu0,,20?>?4?7  YBa,Cuy0g/YBa,Cuz 07,7320
BiQSrZCaCuz03+5,25 and leBaZCuO(,+5.26 Indeed, the
HWHM of LBCO 1/8 falls in between the values of width
reported for La,_, Sr,CuO4 with x = 0.11 and with x = 0.16,
consistent with the paramagnon width being a simple function
of the hole concentration.

In conclusion, the CO stripe in LBCO 1/8 was observed
using Cu L; edge RIXS and found to have a incident
x-ray polarization dependence consistent with charge rather
than spin order. The paramagnon was then measured as it
dispersed through this wave vector. Within the resolution of
the current measurements, there are no unambiguous changes
in the paramagnon due to the CO. We propose that future
higher-energy resolution experiments are required to observe
the coupling between CO and the paramagnon in low-energy
features below approximately 100 meV. Such instruments are
being planned at ID32 at the European Synchrotron Radiation
Facility, 121 at the Diamond Light Source, and at SIX at the
National Synchrotron Light Source II.
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